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Abstract

Text-guided image generation and editing using diffusion
models have achieved remarkable advancements. Among
these, tuning-free methods have gained attention for their
ability to perform edits without extensive model adjustments,
offering simplicity and efficiency. However, existing tuning-
free approaches often struggle with balancing fidelity and
editing precision. Reconstruction errors in DDIM Inversion
are partly attributed to the cross-attention mechanism in
U-Net, which introduces misalignments during the inversion
and reconstruction process. To address this, we analyze
reconstruction from a structural perspective and propose
a novel approach that replaces traditional cross-attention
with uniform attention maps, significantly enhancing image
reconstruction fidelity. Our method effectively minimizes
distortions caused by varying text conditions during noise
prediction. To complement this improvement, we introduce
an adaptive mask-guided editing technique that integrates
seamlessly with our reconstruction approach, ensuring con-
sistency and accuracy in editing tasks. Experimental results
demonstrate that our approach not only excels in achiev-
ing high-fidelity image reconstruction but also performs
robustly in real image composition and editing scenarios.
This study underscores the potential of uniform attention
maps to enhance the fidelity and versatility of diffusion-
based image processing methods. Code is available at
https://github.com/Mowenyii/Uniform-Attention-Maps.

1. Introduction

In recent years, the field of image processing has seen
significant advancements, particularly with the development
of Denoising Diffusion Probabilistic Models (DDPMs) [4,
11, 27, 28]. These models have revolutionized image com-
position and editing by enabling more precise and creative
control over images [10, 21]. One of the key innovations has
been the introduction of tuning-free methods, which allow
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Figure 1. (a) Image reconstruction using DDIM with different
prompts. The first image shows the input image, followed by the
reconstruction using the source prompt “a photo of avocados," the
null prompt (an empty string), and the result using Uniform At-
tention Maps combined with token values from the null prompt.
(b) Our approach introduces Uniform Attention Maps, where tradi-
tional attention maps are replaced with uniform maps that distribute
attention weights equally across the token dimension. By com-
bining these uniform maps with the value tokens V , we generate
a more balanced attention term A. This method ensures consis-
tent attention, resulting in more accurate image reconstructions, as
demonstrated in the final image of part (a).

for effective editing without the need for extensive model
adjustments. These methods offer simplicity and efficiency
by manipulating latent vectors during the denoising process,
unlocking new possibilities for accurate image editing. How-
ever, applying these tuning-free techniques to real-world
images presents challenges. In practice, the latent vectors of
real images are often unknown, making it difficult to directly
apply these methods, which limits their practical use.

To overcome this, researchers have developed inversion
methods like Denoising Diffusion Implicit Models (DDIM)
Inversion [29], which map images back to their noisy latent
vectors using a trained diffusion model. This approach has
been particularly effective for unconditional diffusion mod-
els. Additionally, recent advances in text-conditioned DDIM
inversion [9, 14, 23, 25] have further improved image editing
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Method
Base
Model

Structure ↓
Distance×103

PSNR↑ LPIPS×103↓ MSE×104↓ SSIM×102↑

Upper Bound VQAE [8] 2.39 28.58 34.20 21.57 82.04
Null Prompt SD 1.4 15.31 22.88 124.35 69.60 72.18
Source Prompt SD 1.4 11.31 23.89 101.47 55.43 74.45
Zero Cross-Attention Maps SD 1.4 11.13 24.36 102.83 51.17 74.97
TF-ICON [21] SD 1.4 5.51 25.57 64.12 37.34 77.70
Uniform Attention Maps (Null) SD 1.4 4.76 26.97 57.29 28.98 79.29
Uniform Attention Maps (Src) SD 1.4 4.67 26.96 54.17 29.05 79.33

Table 1. Reconstruction performance on the PIE benchmark [14] using DDIM Inversion with 20 timesteps under various conditions without
CFG. Our method, Uniform Attention Maps, achieves higher fidelity to the original image than others. Additionally, the reconstruction
results using token values from source and null prompts are similar, demonstrating the robustness of our approach across different prompts.

by incorporating classifier-free guidance (CFG) [12] dur-
ing the generation and editing stages. These enhancements
have led to more effective edits, but challenges remain. Cur-
rent methods still struggle to balance preserving the original
image details with making user-defined changes.

Existing methods [3,14,23,25] typically use a dual-branch
approach after inverting input images, separating the process
into reconstruction (source) and editing (target) branches.
While this approach has yielded impressive results, it also
introduces challenges, such as discrepancies between noise
predictions in the inversion and reconstruction phases in
the reconstruction branch, which can lead to the loss of im-
portant image details [33]. Various strategies have been
proposed to address these issues. Some approaches, like
Null-text Inversion [25], use optimization techniques to min-
imize the distance between the representations between the
reconstruction and inversion phases. On the other hand,
methods like Proximal Guidance [9] improve reconstruction
effectiveness by introducing an extra regularization term,
without extensive tuning. Despite these advancements, the
reconstruction effectiveness varies significantly with differ-
ent prompts. As shown in Fig. 1 (a), reconstruction out-
comes can differ significantly based on these conditions.
This leads us to the core questions of our research: Given
the assumption of DDIM inversion with adjacent noise pre-
diction approximation, why do different conditions lead to
varied reconstruction outcomes? How can we improve image
reconstruction effectiveness in text-conditioned scenarios?

To address these questions, our study focuses on the cross-
attention mechanism within the U-Net architecture used in
diffusion models. We are the first to analyze DDIM in-
version and reconstruction under text-conditioned settings
from a structural perspective. Our findings reveal that cross-
attention plays a pivotal role in the reconstruction errors
observed in current methods. To address this, we propose
an improved image reconstruction method that leverages
uniform cross-attention to enhance the effectiveness of text-
conditioned image reconstruction and composition. Addi-
tionally, we introduce an automatic mask generation tech-
nique to improve the performance of existing image editing

algorithms, making our approach more robust and applicable
to a wider range of scenarios.

Our contributions are threefold: (1) We provide a detailed
analysis of how cross-attention impacts image reconstruc-
tion, (2) We propose an enhanced reconstruction method that
shows superior performance in both image composition and
editing tasks, and (3) We develop an automatic mask genera-
tion technique that significantly improves the accuracy and
effectiveness of image editing. Through these innovations,
we aim to advance image processing, offering new tools and
methods that can be easily adopted in practical applications.

2. Related work

In recent years, significant advancements have been
made in the field of text-guided vision tasks, encompass-
ing areas such as vision-language inference [6, 18, 26, 30],
text-to-image generation [7, 24, 27, 28], and image edit-
ing [3, 10, 14, 23, 25]. While our focus in this paper is on
text-conditioned image editing with diffusion-based mod-
els, these works highlight the broader importance of effec-
tive text guidance in vision-related tasks. The biggest chal-
lenge in this task is how to achieve the intention of the
guiding texts while ensuring fidelity to the input image. Pre-
vious works can be categorized as end-to-end editing models,
tuning-based methods, attention-based methods, and sample-
based methods. (a) End-to-End Editing Model: Methods
like InstructPix2Pix [2] and DiffusionCLIP [17] fine-tune
pre-trained text-to-image models to revise images based on
simple instructions, allowing for efficient and quick edits
without per-example fine-tuning or inversion. (b) Tuning-
based methods: Tuning-based methods involve training a set
of learnable parameters or fine-tuning a model to encapsu-
late certain concepts. Methods such as Imagic [16] and Uni-
tune [32] specifically fine-tune the model on the input image
to achieve high fidelity. These methods are time-consuming
and the misalignment of learned variables with the diffu-
sion model’s expected input distribution compromises the
integrity and quality of edits, limiting their practical use
in fast-processing and high-fidelity applications [14]. (c)
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Figure 2. The process of reconstruction using DDIM inversion under various conditions. It visually depicting (a) the heatmaps of the
cross-attention term A(l), summed along the dimension d

(l)
x , from the U-Net model’s layers with output dimensions of 64× 64, and (b)

the predicted latent representation ẑ0 at different stages of both the inversion and reconstruction processes. In (a), discrepancies in the
cross-attention maps between the inversion and reconstruction phases are evident, with misalignment causing errors in image fidelity under
the source and null prompt conditions. In (b), the reconstructed images show significant distortions under the source and null conditions,
whereas our method consistently maintains high image quality throughout the reconstruction process.

Attention-based methods: Attention mechanisms allow mod-
els to “focus” on specific parts of an image, making it possi-
ble to edit certain areas or aspects without affecting the entire
image. These methods improve precision, context awareness,
and efficiency of image editing, enabling more complex ed-
its. For instance, Prompt-to-Prompt [10] and MasaCtrl [3]
focus on integrating attention mechanisms to ensure that
edits are contextually aware and maintain the essence of the
input image. Our method can be combined with them to help
achieve better reconstruction results and enhance editing ef-
ficiency. (d) Sample-based methods: Methods like Null-text
Inversion [25], Negative-prompt Inversion [23], Proximal
Guidance [9], Direct Inversion [14], EDICT [33], and Edit
Friendly DDPM [13] focus on refining the reconstruction
process to improve the fidelity of the input image during edit-
ing. TF-ICON [21] shows that semantically meaningful text
in the input prompt introduces deviations in the diffusion pro-
cess, causing a mismatch between the forward and reverse
trajectories in the ODE-based sampling steps. To address
this, the concept of an “exceptional prompt” is introduced,
using a selected token to stabilize the diffusion process and
improve image reconstruction. However, this approach of-
ten struggles to generalize across generative models due to
inherent differences in their architectures, especially in text
encoders. DiffEdit [5] uses differences in noise predictions
to create masks for faithful image editing. We also use masks
during editing. The proposed adaptive masks vary with each

timestep to better align with our reconstruction method and
achieve superior editing performance.

3. Method
In this section, we investigate the underlying causes of

reconstruction errors associated with different prompts and
propose a method to improve reconstruction by reducing
the impact of the cross-attention term. We then introduce
an automatic mask generation technique that integrates this
method into existing image editing algorithms.

3.1. Preliminaries

DDIM Inversion. Denoising Diffusion Implicit Models
(DDIMs) [29] are an extension of Denoising Diffusion Prob-
abilistic Models (DDPMs) [4, 11, 27, 28], designed to offer
a deterministic sampling process. The reverse process in
DDIM can be described as follows:

zt−1 =
√
1− αt−1 · ϵθ(zt, t)+

√
αt−1

(
zt −

√
1− αtϵθ(zt, t)√

αt

)
︸ ︷︷ ︸

“ predicted ẑ0,t ”

, (1)

where zt−1 represents the latent vector at the previous
timestep, derived from zt at the current timestep. ẑ0,t de-
notes the estimated clean image at timestep t. The parame-
ters αt are derived from the forward diffusion process, and
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the function ϵθ(zt, t) estimates the noise at each timestep.
To make this process more practical for image editing, we
can rearrange Eq. (1) as:

zt =
√
1− αt · ϵθ(zt, t)+
√
αt

(
zt−1 −

√
1− αt−1ϵθ(zt, t)√
αt−1

)
.

(2)

When applying this model to real images, the goal is to obtain
the initial noise vector zT from a given image representation
z0 as the starting point for further editing. However, directly
computing zt requires the noise prediction ϵθ(zt, t), which
is not always accessible. Therefore, during the inversion
process, an approximation is made by using the noise predic-
tion from the previous timestep ϵθ(zt−1, t − 1) [33]. This
approach results in a sequence of latent variables, {z∗t }Tt=1,
that traces back through the diffusion process:

z∗t =
√
1− αt · ϵθ(z∗t−1, t− 1)+

√
αt

(
z∗t−1 −

√
1− αt−1ϵθ(z

∗
t−1, t− 1)

√
αt−1

)
︸ ︷︷ ︸

“ predicted ẑ0,t ”

. (3)

Cross-attention mechanism. In diffusion models imple-
mented using U-Net, the text condition is typically incorpo-
rated through a cross-attention mechanism [27, 28]. When
predicting ϵθ(zt, t, c), where c ∈ RN×dc represents the in-
put text and N is the token number of the input text, the
flattened intermediate representation of the lth layer of the
model ϵθ at time step t, denoted as x

(l)
t ∈ RM(l)×d(l)

x , is
updated via cross-attention as follows:

x̃
(l)
t = x

(l)
t +A

(l)
t , (4)

where x̃(l)
t is the updated representation, and A

(l)
t represents

the cross-attention term (or update term), calculated as:

A
(l)
t = S

(l)
t · V (l), (5)

with the score map S
(l)
t ∈ RM(l)×N defined by:

S
(l)
t = softmax

(
Q

(l)
t (K(l))T√

d

)
, (6)

where Q
(l)
t ∈ RM(l)×d(l)

is the linear transformation of x(l)
t ,

and K(l), V (l) ∈ RN×d(l)

are the linear transformations of
c. Note that K(l) and V (l) are independent of the time step.

3.2. The Devil in Reconstruction: Non-uniform
Cross-attention

DDIM inversion assumes that the noise predictions at
adjacent timesteps, ϵθ(zt, t) and ϵθ(zt−1, t− 1), are approx-
imately equal. When conditioned on a prompt c, the dif-
ference between ϵθ(zt, t, c) and ϵθ(zt−1, t− 1, c) becomes

𝑀𝑆𝐸(𝐴!"#
(%) −𝐴'()
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𝑀
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Figure 3. Correlation between MSE of cross-attention term A(l)

and clean image prediction ẑ0 during inversion and reconstruction.
The scatter plot shows that discrepancies in the cross-attention
term A

(l)
t from all U-Net model’s layers with output dimensions of

64× 64 during the inversion and reconstruction phases contribute
significantly to the Mean Squared Error (MSE) in the predicted
clean image ẑ0,t, as evidenced by the positive correlation across
700 images from the PIE benchmark [14].

significant, leading to notable reconstruction errors. These
discrepancies arise because the cross-attention term A(l) ,
which integrates semantic guidance from the prompt into the
intermediate latent representation, is misaligned between the
inversion and reconstruction processes.

To quantify this phenomenon, we analyze 700 images
from the PIE benchmark to explore the relationship between
the Mean Squared Error (MSE) of the predicted clean image
ẑ0,t and the cross-attention term A

(l)
t during the inversion

and reconstruction phases. Detailed experimental settings
can be found in the supplementary materials. As illustrated
in Fig. 3, the scatter plot highlights this relationship, with a
clear positive correlation shown by the red trend line. This
indicates that discrepancies in the cross-attention term A

(l)
t

contribute to errors in the reconstructed image ẑ0,t.

This observation is further supported by the visualization
experiments presented in Fig. 2, which track the inversion
and reconstruction trajectories for an avocado example. At
each timestep, we first compute the update term A(l) from
the U-Net model’s layers, as illustrated in Fig. 2 (a). Follow-
ing this, the clean predicted image ẑ0,t is generated, as shown
in Fig. 2 (b). Fig. 2 (a) highlights a clear mismatch between
inversion and reconstruction, particularly under source and
null prompt conditions (black-boxed regions), suggesting
that misalignment in the cross-attention mechanism con-
tributes to these distortions. The observed misalignment
of the update term A(l) across both trajectories at the same
timestep in Fig. 2 suggests that cross-attention is responsi-
ble for the reconstruction errors. Experiment details can be
found in the appendix.
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3.3. Our solution

3.3.1 Uniform Cross-attention Maps

Experimentally, the interaction between text prompts and
the model’s intermediate representation using the attention
mechanism introduces inconsistencies that degrade the qual-
ity of the final image reconstruction.

Building on our experiments and analyses, we propose
Uniform Cross-attention Maps to enhance stability and con-
sistency across various prompts and models. Instead of
relying on traditional cross-attention maps, which vary sig-
nificantly depending on the input prompt, we introduce uni-
form attention maps where each element is assigned a fixed
value of 1/N :

S
(l)
uniform =

1

N
1M(l)×N , (7)

Here, 1M(l)×N denotes an M (l) × N matrix with all ele-
ments equal to 1, with M (l) being the number of visual
tokens and N the number of conditioning tokens. This uni-
form distribution of attention reduces the variance introduced
by different text prompts, ensuring that the model’s focus re-
mains balanced across all tokens in x(l). As demonstrated in
Fig. 1 (a), our approach effectively mitigates the deviations
caused by semantic variations in text prompts, resulting in
more reliable and consistent image reconstructions, as ev-
idenced by the improved performance metrics in Tabs. 1
and 2. In contrast, Zero Cross-Attention Maps, which re-
place the cross-attention term A(l) with zeros, eliminate all
semantic guidance from text prompts. While this ensures
consistency, it leads to overly simplistic reconstructions and
disrupts the pretraining distribution of latent features x(l),
which were optimized to interact with cross-attention. This
deviation significantly degrades the model’s ability to pre-
serve fine-grained details and complex structures. These
limitations underscore the importance of uniform attention
maps, which not only reduce prompt variance but also main-
tain compatibility with the pretraining distribution to achieve
high-fidelity reconstructions.

3.3.2 Adaptive Mask Guided Editing

The direct use of uniform attention maps in current text-
driven editing pipelines presents challenges, as these
pipelines typically rely on manipulating cross-attention maps
to achieve precise edits. However, the exceptional reconstruc-
tion performance of uniform attention maps offers a unique
opportunity to improve editing tasks. To harness this recon-
structive capability, we propose a novel approach, namely
adaptive mask-guided editing, which effectively utilizes the
strengths of uniform attention maps in editing scenarios. The
overall process is illustrated in Fig. 4.

In this method, the input image is processed through three
parallel branches: the auxiliary branch, the source branch,
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Figure 4. The proposed tuning-free image editing framework. We
find that using Uniform Cross-attention Maps yields excellent re-
construction results, as shown in Tab. 1. We introduce an auxiliary
branch and generate masks based on the differences between the
source branch and the target branch to blend the results of the aux-
iliary branch. Our method effectively enhances the performance of
existing image editing algorithms. The process of using Uniform
Attention Maps is shown in Fig. 1 (b).

and the target branch. The auxiliary branch, which uses a
null prompt combined with uniform cross-attention maps,
ensures stable reconstruction. The source branch uses the
source prompt csrc, while the target branch operates with
the target prompt ctgt to apply the desired edits.

To further refine this process, we introduce an adaptive
mask generation technique that compares the noise predic-
tions between the source and target branches. This compar-
ison yields a difference, diff t =

∣∣ẑtgt0,t − ẑsrc0,t

∣∣, identifying
areas requiring modification. A threshold λ is then applied
to this difference to create a mask M , which is subsequently
refined using a dilation operation with a square kernel to
handle minor inconsistencies:

M = dilate(|ẑtgt0,t − ẑsrc0,t | ≤ λ).

After Tmask timesteps, this mask is employed to blend the
predicted clean images ẑu0,t and ẑtgt0,t from the auxiliary and
target branches, ensuring that the model preserves key details
from the original image while applying targeted edits:

ẑtgt0,t = M ⊙ ẑu0,t + (1−M)⊙ ẑtgt0,t .

By selectively blending the clean images using the mask,
the algorithm achieves a balance between maintaining the
original image’s fidelity and incorporating the desired mod-
ifications. This approach ensures that critical details are
preserved, while the edits are seamlessly integrated into the
final output. For a detailed representation of the algorithm,
please refer to the pseudo-code in supplementary materials.

4. Experiments
In our experiment, for the image composition task, we fol-

low the experimental setting and composition process of [21],
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croissant, a croissant, 
a piece of bread and a 
cup of coffee

an oil painting of 
a sandwich, Van Gogh 
Style

a professional 
photograph of a 
teddy bear, ultra 
realistic

a professional 
photograph of a 
sheep on the ground, 
ultra realistic

a professional 
photograph of a 
tortoise in a garden, 
ultra realistic

a professional 
photograph of an 
ostrich in the wild, 
ultra realistic

a pencil drawing of a 
castle in the distance, 
black and white 
painting

Figure 5. Qualitative comparison with SOTA and baselines in image composition task on TF-ICON bench mark. Our method generates
images with higher fidelity to the reference images and produces more realistic results.

Method MAE ↓ LPIPS ↓ SSIM ↑

Upper Bound VQAE [8] 0.018 0.043 0.919

Diffusion

SD w/ CFG 0.134 0.340 0.637
SD w/ Cond. 0.126 0.308 0.654
SD w/ Uncond. 0.126 0.304 0.655
TF-ICON [21] 0.019 0.047 0.918

TF-ICON* [21] 0.021 0.045 0.834
UAM* 0.019 0.041 0.839

Table 2. Quantitative comparison of image reconstruction on
CelebA-HQ [15]. Additional experimental results and setting de-
tails are in [21]. Methods marked with ‘*’ indicate results on A800.

Source Prompt: a lion 
in a suit sitting at a 
table with a laptop
Target Prompt: a lion 
in a suit sitting at a 
table with a laptop

Source Prompt: a 
painting of a woman
holding a pink flower
Target Prompt: a 
painting of a woman
holding a teddy bear

Input Image DDIM+Masa + Ours

Source Prompt: a cat 
is shown in a low 
polygonal style
Target Prompt: a fox 
is shown in a low 
polygonal style

Figure 6. Examples of editing some images using DDIM+Masa.

using Stable Diffusion v2.1 [27] and the 20-step DPM solver
sampling method [20]. We use Uniform Attention Maps
(UAM) combined with token values from the target prompts
in both the inversion and composition processes. For the
image editing task, we follow the setup of [14], using the

DDIM solver sampling method [29] with 50 steps. The ex-
periments are conducted on a single setup with an A800
GPU, where our method efficiently uses up to 13.7 GB of
GPU memory. Additionally, we set the threshold λ at the
50% quantile of the diff t and Tmask to 200, using UAM
combined with token values from the null prompts.

4.1. Experimental Setup

Data Set. To conduct an objective evaluation of the effec-
tiveness of our method for image editing, we conduct experi-
ments using PIE benchmark [14], which has 700 images and
a diverse set of complex image editing tasks, including ob-
ject addition or removal, color changes, and so on. For image
composition task, we use the TF-ICON bench mark [21]. In
addition, CelebA-HQ dataset [15] and PIE benchmark [14]
are used to verify the reconstruction effect of our UAM.
Comparison to other methods. For the image editing task,
we consider several baselines, including DDIM [29], Null-
Text (NT) [25], Negative Prompt (NP) [23], StyleDiffusion
(StyleD) [19] and Direct Inversion (DI) [14]. Additionally,
we consider two editing methods: (1) Prompt-to-Prompt
(P2P) [10] and (2) MasaCtrl (Masa) [3]. For the image com-
position task, we compared our approach with the current
state-of-the-art, TF-ICON [21].

4.2. Image Reconstruction

In Tab. 1 and Tab. 2, our method demonstrates superior
reconstruction capabilities, achieving the best results in com-
parison to the baselines. This further supports the robustness
of our approach in generating high-quality images that faith-
fully adhere to the input specifications.

4.3. Image Composition

Qualitative Evaluation. As shown in Fig. 5, our method
achieves a superior balance between semantic expression
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Method
Structure ↓ Background Preservation CLIP Score

Distance ×103 PSNR↑ LPIPS ×103↓ MSE ×104↓ SSIM ×102↑ Whole↑ Edited↑

DDIM 28.38 22.17 106.62 86.97 79.67 23.96 21.16
+ Ours 24.8013%↓ 22.963.6%↑ 91.5614.1%↓ 76.1712.4%↓ 81.191.9%↑ 24.291.4%↑ 21.210.2%↑

DI 24.70 22.64 87.94 81.09 81.33 24.38 21.35
+ Ours 24.600.4%↓ 22.680.2%↑ 87.390.6%↓ 80.630.6%↓ 81.520.2%↑ 24.590.9%↑ 21.460.5%↑

Table 3. Quantitative comparison of image editing on the PIE benchmark. The methods are compared using the Masactrl attention control [3].

Method
Structure ↓ Background Preservation CLIP Score

Distance ×103 PSNR↑ LPIPS ×103↓ MSE ×104↓ SSIM ×102↑ Whole↑ Edited↑

NT 13.44 27.03 60.67 35.86 84.11 24.75 21.86
NP 16.17 26.21 69.01 39.73 83.40 24.61 21.87

StyleD 11.65 26.05 66.10 38.63 83.42 24.78 21.72
DDIM 69.43 17.87 208.80 219.88 71.14 25.01 22.44
+ Ours 49.7828.3%↓ 18.976.2%↑ 180.8513.4%↓ 181.9517.2%↓ 73.333.1%↑ 25.090.3%↑ 22.23

DI 11.65 27.22 54.55 32.86 84.76 25.02 22.10
+ Ours 11.055.2%↓ 27.440.8%↑ 52.174.4%↓ 31.464.3%↓ 85.150.5%↑ 25.170.6%↑ 22.140.2%↑

Table 4. Quantitative comparison for image editing on the PIE benchmark. The methods are compared using P2P attention control [10].

Source Prompt: a bird 
standing on clods
Target Prompt: a bird 
standing on eggs

Source Prompt: a 
collie dog is sitting
on a bed
Target Prompt: a 
garfield cat is sitting 
on a sofa

+ OursDDIM+P2PInput Image 

Source Prompt: a light 
brown bear sitting on 
the ground
Target Prompt: a light 
brown bear stand on 
the ground

Source Prompt:a 
serious man
Target Prompt: a 
angry man

+ OursDI+MasaInput Image Figure 7. Examples of editing some images using DDIM+P2P on
the PIE benchmark.

Source Prompt: a bird 
standing on clods
Target Prompt: a bird 
standing on eggs

Source Prompt: a 
collie dog is sitting
on a bed
Target Prompt: a 
garfield cat is sitting 
on a sofa

+ OursDDIM+P2PInput Image 

Source Prompt: a light 
brown bear sitting on 
the ground
Target Prompt: a light 
brown bear stand on 
the ground

Source Prompt:a 
serious man
Target Prompt: a 
angry man

+ OursDI+MasaInput Image 

Figure 8. Examples of editing some images using DI+Masa on the
PIE benchmark.

Method LPIPS(BG) ↓ LPIPS(FG) ↓ CLIP(Image) ↑ CLIP(Text) ↑
SDEdit (0.4) [22] 0.35 0.62 80.56 27.73
SDEdit (0.6) [22] 0.42 0.66 77.68 27.98
Blended [1] 0.11 0.77 73.25 25.19
Paint [35] 0.13 0.73 80.26 25.92
DIB [36] 0.11 0.63 77.57 26.84
TF-ICON [21] 0.10 0.60 82.86 28.11
TF-ICON* [21] 0.09 0.51 80.78 31.33
+ UAM* 0.07 0.50 81.10 31.70

Table 5. Quantitative comparison of image composition on TF-
ICON benchmark [21]. Additional experimental results and details
are in [21]. Methods marked with ‘*’ indicate results on A800.

and fidelity when compared to TF-ICON [21]. The visual
comparison highlights that our approach not only maintains
higher fidelity to the reference images but also produces
more coherent and realistic results across diverse contexts, in-
cluding natural photographs and artistic styles. For instance,
in scenarios requiring complex interactions between fore-
ground and background elements, our method successfully
preserves the contextual integrity and stylistic consistency,

leading to a more harmonious and visually appealing compo-
sition. This indicates that our method is particularly effective
in handling the subtleties of image composition, where both
the content and style need to be accurately represented.

Quantitative Analysis. In Tab. 5, our method consis-
tently outperforms existing approaches across multiple met-
rics, confirming its effectiveness in image composition
tasks. Specifically, our approach achieves the lowest LPIPS
scores [37] for both background (LPIPSBG) and foreground
(LPIPSFG), which indicates a closer perceptual match to the
reference images and, therefore, superior visual quality. Ad-
ditionally, our method exhibits significant improvements in
CLIP scores [26], with higher CLIPImage and CLIPText val-
ues reflecting better alignment between the generated images
and the input descriptions. These enhancements suggest that
our approach not only excels in producing visually appeal-
ing images but also in ensuring that the generated content is
semantically coherent and contextually relevant.

7



𝑡 = 200 𝑡 = 0Input Output

𝑡 = 200 𝑡 = 0Input Output

a photo of a cat dog

Figure 9. The adaptive masks generated by our methods.

Settings
Structure ↓ Background Preservation CLIP Score

Distance×103 PSNR↑ LPIPS×103↓ MSE×104↓ SSIM×102↑ Whole↑ Edited↑

(a)

quantile = 0.7 21.92 23.72 80.51 66.52 82.47 24.15 20.77
quantile = 0.6 23.35 23.30 86.37 71.69 81.78 24.27 21.15
quantile = 0.5 24.80 22.96 91.56 76.17 81.19 24.29 21.21
quantile = 0.4 26.00 22.66 96.44 80.19 80.69 24.33 21.24
quantile = 0.3 26.92 22.43 100.62 83.29 80.30 24.31 21.24

(b)
Tmask = 0 28.38 22.17 106.62 86.97 79.67 23.96 21.16
Tmask = 200 24.80 22.96 91.56 76.17 81.19 24.29 21.21
Tmask = 400 24.70 22.96 91.85 76.03 81.11 24.28 21.18

Table 6. (a) Ablation study on the influence of λ in the editing process using DDIM + Masa with our method when Tmask = 200. (b)
Ablation study on the influence of Tmask when quantile = 0.5.

4.4. Image Editing

Qualitative Evaluation. As shown in Fig. 6, our method
demonstrates a superior balance between semantic expres-
sion and image fidelity when applied to both real and gen-
erated images, outperforming the DDIM+Masa approach.
For instance, in the first row, where a lion in a suit is de-
picted, DDIM+Masa fails to accurately remove the laptop,
leaving artifacts that detract from the overall image quality.
In contrast, our method successfully preserves the integrity
of the original image while effectively applying the desired
edits. Similarly, in the second and third rows, our approach
maintains the delicate balance between the new and original
elements, ensuring that the edits are both contextually ap-
propriate and visually coherent. These examples illustrate
that our method better preserves critical image information
and mitigates common mismatches or artifacts seen with
DDIM+Masa, leading to more realistic and visually appeal-
ing results. More results are shown in Figs. 7 and 8.
Quantitative Analysis. In Tab. 4, methods enhanced with
our approach exhibit superior performance across a range of
metrics compared to their baseline counterparts. Specifically,
our methods significantly reduce the Structural Distance [31],
indicating a closer visual resemblance to the original images
and thereby enhancing fidelity. Moreover, our approach
yields improvements in Background Preservation metrics,
as evidenced by increased PSNR and SSIM [34] values and
decreased LPIPS and MSE scores. These improvements
suggest that our method better maintains the original back-
ground’s integrity while applying the desired edits. Addi-
tionally, the CLIP Score for both the whole image and the
edited regions shows notable gains, reflecting a more accu-
rate alignment between the generated content and the text
prompts. These enhancements collectively underscore the

effectiveness of our method in preserving essential image
characteristics while performing precise and contextually ap-
propriate edits, thereby achieving a higher quality of image
editing compared to existing methods.

4.5. Visualization of Generated Mask

In Fig. 9, we illustrate the masks for the cat as shown in
Fig. 4. The masks highlight the areas that need modification,
and adaptive selection at different time steps ensures that the
modifications are not limited to a specific range, resulting
in more realistic images. The masks change with each time
step, indicating the areas requiring modifications.

4.6. Ablation Study

Threshold λ. As shown in Tab. 6 (a), the edited images
result from setting the threshold λ to different quantiles of
the diff t. With an increase in the quantile, the edited image
becomes more similar to the original, potentially compromis-
ing the desired semantic change. Consequently, a quantile of
0.5 is the chosen setting for subsequent experiments because
it offers a balance by sufficiently reflecting the target text
while preserving a close resemblance to the original image.
Mask Steps Tmask. As shown in Tab. 6 (b), we experiment
with Tmask values of 0, 200, and 400 for image editing.
Notably, Tmask = 200 emerges as the optimal setting, pre-
serving the original image’s details while effectively intro-
ducing the intended semantic changes. This balance ensures
that key features, such as the bear’s texture, remain intact
while still reflecting the desired alterations. In contrast, when
Tmask = 0, the edited image deviates significantly from the
original, underscoring the mask’s importance. Therefore, we
adopt Tmask = 200 for subsequent experiments.

8



5. Conclusion

In this work, we introduce Uniform Attention Maps to re-
place traditional cross-attention in DDIM-based image recon-
struction and editing. Our approach significantly improves
the fidelity of image reconstructions while maintaining ro-
bustness across different text prompts. We also develop an
adaptive mask-guided editing technique that seamlessly inte-
grates with our reconstruction method, enhancing the con-
sistency and accuracy of edits. Experimental results demon-
strate that our method outperforms existing approaches in
image composition and editing tasks. These findings sug-
gest that Uniform Attention Maps hold strong potential for
broader applications in image processing.
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Uniform Attention Maps: Boosting Image Fidelity in Reconstruction and Editing

Supplementary Material

Algorithm 1 Edit images with adaptive mask

1: Input: Given original image z0, target prompt ctgt,
source prompt csrc, denoising model ϵθ, uniform cross-
attention maps C, null prompt c∅, a dilation operation
dilate(·).

2: zuT ← Invert(z0, C, c∅)
3: zsrcT ← Invert(z0, csrc)
4: ztgtT ← zsrcT

5: for t = T to 1 do
6: # Auxiliary Branch
7: ϵu ← ϵθ(z

u
t , C, c∅)

8: ẑu0,t ← 1√
αt
zut − 1−αt√

αt
ϵu

9: # Source Branch
10: ϵsrc ← ϵθ(z

src
t , csrc)

11: ẑsrc0,t ← 1√
αt
zsrct − 1−αt√

αt
ϵsrc

12: # Target Branch
13: ϵtgt ← ϵθ(z

tgt
t , ctgt)

14: ẑtgt0,t ← 1√
αt
ztgtt − 1−αt√

αt
ϵtgt

15: M ← dilate(|ẑtgt0,t − ẑsrc0,t | ≤ λ)
16: if t < Tmask then
17: ẑtgt0,t ←M ⊙ ẑu0,t + (1−M)⊙ ẑtgt0,t

18: end if
19: ztgtt−1 ←

√
αt−1ẑ

tgt
0,t +

√
1− αt−1ϵtgt

20: zsrct−1 ←
√
αt−1ẑ

src
0,t +

√
1− αt−1ϵsrc

21: zut−1 ←
√
αt−1ẑ

u
0,t +

√
1− αt−1ϵu

22: end for
23: return ztgt0

A. Adaptive Mask-Guided Image Editing: Al-
gorithm Overview

The pseudocode for our adaptive mask method is shown
in Algorithm 1. The algorithm takes an input image z0, a tar-
get prompt ctgt, and a source prompt csrc. The method starts
by inverting the image through auxiliary and source branches
and then initializes the target branch from the source branch.

At each timestep t, we compute noise predictions and
update the latent variables in the auxiliary, source, and target
branches. It generates an adaptive mask M by comparing
the clean images ẑ0 from the target and source branches and
applies a dilation operation to ensure robustness. The mask
M is then used to blend the predictions from the auxiliary
and target branches, preserving key details of the original
image while applying the edits.

The process repeats until the final image ztgt0 is returned,
incorporating the original information and the desired modi-
fications.

ddim+masa

a woman is standing on a ladder and fishing in a bulb in gray dark blue background
a woman is standing on a ladder in gray dark blue background

Source Prompt: a cat 
sitting on a wooden 
chair
Target Prompt: a dog 
sitting on a wooden 
chair

Input Image DDIM+Masa + Ours
Source Prompt: a golden 
retriever holding a 
flower sitting on the 
ground in front of fence
Target Prompt: a golden 
retriever sitting on the 
ground in front of fence

Source Prompt: a woman 
is standing on a ladder and 
fishing in a bulb in gray 
dark blue background
Target Prompt: a woman 
is standing on a ladder in 
gray dark blue background

Source Prompt: a 
kitten playing with 
balls
Target Prompt: a 
kitten

Source Prompt: a slanted 
mountain bicycle on the 
road in frontof a building
Target Prompt: 
a slanted rusty mountain 
bicycle on the road in 
frontof a building

Figure 10. More examples of image editing on the PIE benchmark.
Examples of image editing on the PIE benchmark, comparing the
DDIM+Masa method with our image editing method.

B. More Examples of Image Reconstruction

Figs. 11 to 14, provide additional examples of image re-
construction using DDIM inversion with 20 timesteps on
the PIE benchmark, showcasing the performance of our
method in comparison to null prompts and source prompts.
In Figs. 11 to 14, we observe the reconstruction of various
images. The results using the null prompt often produce
blurred or incorrect outputs, while the source prompt re-
constructions are better but still show visible artifacts. By
leveraging uniform attention maps, our method demonstrates
significant improvements, yielding clearer and more accu-
rate reconstructions that align closely with the original in-
put images, preserving important details such as texture
and shape. These examples confirm the robustness of our
approach across different image types, showing that our
method consistently outperforms the baseline approaches in
generating high-quality reconstructions that faithfully resem-
ble the input images.
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C. More Examples of Image Editing
Fig. 10 showcases the effectiveness of our image editing

method compared to the DDIM+Masa baseline. Our method
consistently produces more accurate, detailed, and visually
coherent edits across various scenarios, such as transforming
animals, modifying complex objects, and retaining structural
fidelity in abstract compositions, outperforming the baseline
in terms of both precision and consistency.

D. More Experimental Details
Visualize Experiment Details. We conduct experiments in
Fig. 3 and Fig. 2 using Stable Diffusion v1.4 with DDIM
inversion and reconstruction under 20 inference steps. At
each timestep, the cross-attention term A(l) is extracted from
U-Net layers with an output dimension of 64×64. The clean
predicted image ẑ0,t is also generated at each timestep t to
evaluate the reconstruction fidelity.

In Fig. 3, the Mean Squared Error of the cross-attention
term is computed at the pixel level as the discrepancy be-
tween A

(l)
inv and A

(l)
rec , with the results averaged across all

pixels. Similarly, the reconstruction error is calculated as
the pixel-level MSE between the predicted clean images
ẑ0,inv and ẑ0,rec. These two MSE metrics are aggregated
across all timesteps for each image. The scatter plot in
Fig. 3 illustrates a strong positive correlation between the
cross-attention discrepancies and the reconstruction errors,
demonstrating that misalignment in the cross-attention mech-
anism is a significant contributor to the errors in the final
reconstructed images.

In Fig. 2, the extracted cross-attention terms A(l) are vi-
sualized as heatmaps to show their temporal evolution across
the inversion and reconstruction processes. Fig. 2 (a) high-
lights the discrepancies in the cross-attention maps under
source prompts, null prompts, and our proposed method.
The heatmaps for the source and null conditions reveal sig-
nificant misalignments between the inversion and recon-
struction phases, emphasized by the black-boxed regions.
In contrast, our method ensures consistent cross-attention
alignment throughout the process. Furthermore, Fig. 2 (b)
presents the corresponding clean predicted images ẑ0,t at
various timesteps, showing that the proposed method main-
tains high-quality reconstructions, while the source and null
prompts result in noticeable distortions.
Experimental Metrics. The primary goal of semantic im-
age editing is to accurately modify specific objects or scenes
in an image as described in the target text. This process
ensures that only the intended part of the image is altered
while retaining unmodified parts as much as possible. To
assess the effectiveness of our methods, we utilize metrics
from prior work [14]. We report the following metrics: (1)
Peak Signal-to-Noise Ratio (PSNR) and Mean Squared Error
(MSE): These metrics evaluate the faithfulness of the gen-

erated images by comparing them to the input images. (2)
LPIPS [37]: LPIPS is a deep learning-based metric that as-
sesses perceptual similarity between images, aligning more
closely with human perception than traditional metrics. (3)
SSIM [34]: SSIM measures the similarity between the two
images, focusing on changes in structural information, lu-
minance, and contrast. (4) CLIP Score [26]: We employ
a combination of CLIP image and text models to calculate
the similarity between generated images and corresponding
texts, measuring the alignment between the generated image
and the target text. We report CLIP Score for both the entire
image (Whole) and within the editing mask (Edited), where
regions outside the mask are blacked out. (5) Structural
Distance [31]: This metric assesses structural changes in
images.
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Figure 11. Examples of image reconstruction on the PIE benchmark. The first row shows the input images. The second and third rows
display the results using a null prompt (an empty string) and a source prompt from the benchmark, respectively. The fourth and fifth rows
show the results from our method with different value tokens, demonstrating superior reconstruction quality and better alignment with the
original input images.
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Figure 12. More examples of image reconstruction on the PIE benchmark.
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Figure 13. More examples of image reconstruction on the PIE benchmark.

5



In
pu

t
N

ul
l P

ro
m

pt
Sr

c 
Pr

om
pt

O
ur

s (
N

ul
l)

O
ur

s (
Sr

c)

Figure 14. More examples of image reconstruction on the PIE benchmark.
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